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Abstract

The Random Utility Maximization-based conditional logit model
has provided an adequate framework to model firm location decisions.
However, in practice, the implementation of this methodology presents
problems when one has to handle complex choice scenarios with a
large number of spatial alternatives. Another weakness of the logit
approach is the underlying Independence of ITrrelevant Alternatives
(ITA) assumption.

In this paper we posit the Poisson regression as a tractable solution
to these problems. Actually, the coefficients of the conditional logit
model can be equivalently estimated using a Poisson regression. More-
over, by applying the fixed-effects Poisson model one can easily and
more effectively control for some forms of the potential ITA violation.

*This research was supported with a grant from FCT (PRAXIS/C/ECO/13134/1998)
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1 Introduction

The discrete choice model is now well established as the prevailing empirical
method underlying industrial location studies. This modelling approach was
first implemented by Carlton (1979) who realized that McFadden’s multino-
mial logit model could be easily adapted to firm location decisions. Most
subsequent research on this topic has relied on the discrete choice method-
ology [e.g.Carlton (1983), Bartik (1985), Luger & Shetty (1985), Hansen
(1987), Schmenner, Huber & Cook (1987), Coughlin, Terza & Arromdee
(1991), Woodward (1992), Friedman, Gerlowski & Silberman (1992), Head,
Ries & Swenson (1995), Guimaraes, Rolfe & Woodward (1998), Guimaraes,
Figueiredo & Woodward (2000)].

The popularity of this approach resides in the fact that the resulting
econometric specification is obtained directly from the Random Utility (Profit)
Maximization framework developed by McFadden (1974). If we consider
the existence of J spatial choices with 7 = 1,...,J and N investors with
1 = 1,..., N, then the profit derived by investor i if he locates at area j is
given by

Tij = P + €45

where 3 is a vector of unknown parameters, z;; is a vector of explanatory
variables and ¢;; is a random term. Thus, the profit for investor ¢ of locating
at j is composed of a deterministic and a stochastic component. The investor
will choose the area that will yield him the highest expected profit.

If the ¢;; are independent and Weibull distributed, then it can be shown
that

pij = exp(Bzi;)

JZ; exp(Bzij) 7
where p;; is the probability that investor i locates at j. If we let d;; = 1
in case individual ¢ picks choice j and d,;; = 0 otherwise, then we can write
the log-likelihood of the conditional logit model as
N J

log Ly = Z; Zldij log pi;.

In practice, %he application of this approach to industrial location stud-
ies poses several questions. The first one is related to the spatial choice
set. Several authors [Bartik (1985), Coughlin et al. (1991), Friedman et al.
(1992), Friedman, Fung, Gerlowski & Silberman (1996), Head et al. (1995)]
have modelled location choices among highly aggregated regions such as
U.S. states, large geographic units that encompass substantial heterogene-
ity within themselves. Ideally, narrow areas should be used because factors
usually identified as relevant for location decisions (such as agglomeration



economies, labor market conditions, or the cost of land) apply to a local
level and consequently they can not be adequately accounted for when the
model considers large areas in the spatial choice set.! This problem was rec-
ognized by the pioneers of empirical location studies such as Carlton (1983),
who used very narrowly defined geographic regions in the United States,
and Hansen (1987), who used cities in the Sao Paulo state in Brazil. Wood-
ward (1992) used separated conditional logit models to test location decisions
in both states and counties across the United States. More recent studies
[Guimaraes et al. (1998), Guimaraes et al. (2000)] resumed the narrowly
defined spatial choice set approach.?

An econometric difficulty raised by the use of narrowly defined regions
has to do with the handling of large choice sets. In this case it becomes cum-
bersome to estimate a conditional logit model. In the past some researchers
[Hansen (1987), Woodward (1992), Friedman et al. (1992), Guimaraes et al.
(1998), Guimaraes et al. (2000)] have followed a suggestion given by McFad-
den (1978), in which the logit model could still be estimated by using smaller
choice sets which were randomly selected from the full choice set. The esti-
mators will still be consistent but not much is known about its small sample
properties which may be very different from the asymptotic ones. Clearly,
they should be less efficient because they disregard useful information.> An
additional drawback of the estimates obtained by sampling alternatives is
that they cannot be independently replicated.

A second problem of the conditional logit model has to do with the In-
dependence of Irrelevant Alternatives (ITA) assumption. Conditional logit
models rely on the idea that the ¢;; are independent across individuals and
choices and consequently that all locations are symmetric substitutes after
controlling for observable characteristics. While some researchers have simply
ignored this potential problem others have controlled for the existence of un-

! Consider for example the state of California. If the large number of firms choosing to
locate in this state are drawn by the agglomeration economies of Silicon Valley, a model
that considers the state as the unit of decision could be unable to pick up the influence
of state agglomeration economies. This would happen because the effect of the local
agglomeration economies was diluted in the state variable.

2The increasing availability of micro data sets will probably stimulate a surge in studies
using narrowly specified choices.

3Train (1986) also notes that the estimator based on a subset of alternatives is not
efficient. The same logic applies to the estimates based on the aggregation of alternatives
(see McFadden (1978) or Ben-Akiva & Lerman (1985)). This solution was initially pro-
posed in the context of industrial location decision studies by Bartik (1985) who justified
the choice of states as resulting from the aggregation of the true alternatives considered
by firms.



observable correlation across choices.! Hansen (1987), Ondrich & Wasylenko
(1993) and Guimaraes et al. (1998) have estimated a two-step limited infor-
mation nested logit while other authors such as Bartik (1985), Woodward
(1992) and Luker (1998) have controlled for the ITA by introducing dummy
variables for larger regions. However, both approaches are only valid if we
are willing to assume that ITA holds within subsets of the choice set (lower
level nests for the nested logit and larger regions for the dummy procedure).

Another problem often cited in the literature is related to the common
problem that no investment decisions are observed in some particular areas.
While this is not an issue from an econometric standpoint, it is a practical
problem in the sense that existing software may require that all choices be
selected. This has led some authors to drop spatial choices from their data
set [Woodward (1992), Head et al. (1995), Luker (1998)], throwing away
useful information. Others, in response to this problem, approached the
location problem differently, applying ”tobit” regression to the number of
investments in a given region [Smith & Florida (1994), O’hUallachdin &
Reid (1997)]. Although ”tobit” is a common alternative to deal with the
”zero problem,” it is hardly justified in this location context. Importantly, it
lacks a theoretical underpinning such as the Random Utility Maximization
framework. Also, the dependent variable is discrete and the zero observation
is a natural outcome of the variable being modelled.

In the following we show that an equivalent approach to the conditional
logit model is the Poisson regression. As it turns out, the Poisson regres-
sion will produce exactly the same results as the conditional logit model.
Moreover, under certain circumstances, present in industrial location deci-
sions studies, the Poisson regression is substantially simpler to implement
given that it naturally handles the ”zero” and the "large choice set” prob-
lems. We also show that the fixed-effects version of this model can be used to
more effectively control for the potential IIA problem resulting from unequal
substitutability of elemental spatial choices.

2 The Relation between the Conditional Logit
Model and the Poisson Regression

A well-known relation between the Poisson and the multinomial distribution
(Johnson, Kotz & Balakrishnan 1997) states that if X, Xy, ..., X; are inde-

4Note that if this problem occurs it is more likely to be relevant when dealing with
small geographical units. For example, one would expect two adjacent counties to be
closer substitutes than two adjacent states.



pendent Poisson random variables with expected values A1, Mg, ..., A, respec-

J
tively, then, conditional on ) X; = N, the joint distribution of X, Xs, ..., X;
j=1
is multinomial with parameters (N; p1, pa, ..., ps) where p;, the probability of

occurrence of event j, is given by p; = JAj . It is clear that if the usual
2 A
j=1

parametrization for the Poisson model is used, A\; = exp (o + B%;), then
p; reflects the conditional logit specification”. We will explore this relation
and verify how it applies to the cases commonly dealt with in the industrial
location literature.

2.1 Case 1: z;; = z;

Let us start by assuming that individual decisions are based exclusively in a
vector of choice-specific attribute variables common to all decision-makers,
as in Bartik (1985), Coughlin et al. (1991), Woodward (1992) and Guimaraes
et al. (1998). In this case, z;; = z, and so the log-likelihood for the conditional
logit model equals,
N J J

log L = 21 Zldz'j log pij = Zlnj log pj,

where n; is t]he number of irjlvestments placed in location j. If we assume
that this variable follows a Poisson distribution and make,

E(n;) = A; = exp(a + Bz;),

then we can write the log-likelihood function as,
J

logLp = 21 [—A; +njlog () —log (n;!)] =
iz
J
= 2—31 [—exp (o + B2;) + n; (o + Bz;) — log (n;!)],

provided the n; are independently distributed. From the first order con-
dition with respect to a we obtain,

J

8105#04&: — Zl [nj — exp(a + 5Zj)] =0,
j=

and so,

exp(a) = ——.

> exp(Bz;)

If we replzjmze a back into the log-likelihood we obtain the concentrated
log-likelihood,

%Clearly, o can not be identified.



J

J J
log Lpc = =N + Nlog (N) — >_ n;log (Z eXp(BZj)> +
i—1 =1
J J
+ Zlnjﬂ”zj — leog (n;!) =
j= j=

J J
= > njlogp; — N + Nlog (N) — > log (n;!).
j=1 =1

The first term in the expression is the log-likelihood of the conditional
logit model and the additional terms are constants. Consequently, the esti-
mates obtained for 3 are the same in both models. The estimated covariance
matrix will also be identical in both models provided the estimator is the neg-
ative inverted of the empirical Hessian (Davidson & MacKinnon 1993).

Thus, we can conclude that results such as those obtained in Bartik
(1985), Coughlin et al. (1991) and Woodward (1992) could be identically
obtained by running a simple Poisson model with the number of investments
in each location as a dependent variable and z; as explanatory variables. It is
also now evident that the zero observations constitute no problem and could
have been considered in the estimation procedure. It should also be clear that
the estimation of the lower level nests in Woodward (1992) and Guimaraes
et al. (1998) would have benefited if the authors had considered the Poisson
regression approach as an alternative to the random based technique to over-
come the large number of choices. Note also that our result shows that the
number of choices equals the number of observations. Since from a purely
statistical point of view a larger number of observations (choices) is desirable,
the statistical evidence offered by studies that have modelled location choices
among highly aggregated regions [such as Bartik (1985) and Coughlin et al.
(1991)] is limited.

2.2 Case 2: z;; =2z, withg=1,2,....G

Next consider a more complex approach in which each location decision is
based in a vector of choice-specific attribute variables common to groups of
individuals. In that more general case z;; = z;,, with g = 1,2,..., G, where
G is the number of different groups of investors. This modelling approach
was followed in Hansen (1987), Friedman et al. (1992), Head et al. (1995)
and Guimaraes et al. (2000). Hansen’s (1987) specification includes choice
specific explanatory variables that also change with the two-digit manufac-
turing sector of the investors while in Friedman et al. (1992) the explanatory
variables are grouped in three distinct time periods according to the date of
the investments. In Head et al. (1995) and Guimaraes et al. (2000) studies
investors are grouped in both dimensions, time periods and industrial sectors.



In this second case, the log-likelihood for the conditional logit model is
given by
log La = Z Z dijlog pij = Z Z Njglog pjg,

=1 j5=1 g=1j=1
where n,, is the number of firms from group g that select location j. Al-

ternatively, we can assume that the n;, are independently Poisson distributed
with

G
E(njg) = Ajg = exp (Zl agdg + ﬂzjg)?
e

where [a, 8] is the vector of parameters to be estimated and d,; is a dummy
variable assuming one if the observation belongs to group ¢g. Consequently,
the log-likelihood for the Poisson model is

G J
logLp = ) > [=Ajg +njglog (Ajg) — log (nje!)] =

=1j=1
o 9=1j . )
21 21 l— exp(z1 aydy + Bzie) + njg (21 aydg + ﬂ’zjg) — log (njg[)l .
=1J= 9= g=

g=1j
>From the first order conditions with respect to the ays we obtain

J
_algijp = > [njg — exp(ay + Bz;g)] = 0,
j=1
and so,
exp(a,) = —2——, where we let n, = Z Njg-
. exp(PBzg)

j=1
Now, we can ” concentrate out” the oS to obtain
) g

log Lpe = Zl Z njglogpjg — N + Z nglog(ng) — Zl Z log(nq!)-
9=1j= 9=1j=
Again, the P01sson concentrated log—hkehhood is 1dent1(:al to the log-

likelihood function of the conditional logit model plus a set of constants. The
estimates obtained from any of the two models are equivalent. Hence, the
above comments regarding the use of the random procedure, the discarding
of zeros, and the modelling location choices among highly aggregated regions
apply equally well to this second case. Many previous studies, including
Hansen (1987), Friedman et al. (1992), Head et al. (1995) and Guimaraes
et al. (2000) would also have benefited if they had considered the Poisson
regression as an alternative to the conditional logit model.

6Note that in case 2 the number of observations in the Poisson regression equals the
number of choices (J) times the number of groups (G).



2.3 Case 3: Controlling for the ITA Violation

Typically, industrial location researchers have focused on the potential prob-
lem caused by the existence of unobserved correlation across elemental choices
that can generate a form of the ITA violation.” Train (1986) shows that
adding alternative specific constants for each individual choice enables the
use of the logit specification in the presence of the above mentioned type of
ITA violation. This can be justified if we assume that the ITA problem is
motivated by the existence of unobservable choice characteristics. As indi-
cated in the introduction, some studies, in line with this suggestion, have
introduced dummy variables for groups of elemental choices.® However, this
approach is not satisfactory because it assumes that the ITA assumption still
holds within the defined groups. As shown in Train (1986) to more effectively
control for the potential violation of the ITA assumption one should include
a dummy variable for each individual choice. This amounts to a specification
of the following type,

Tjg = Vig +€jg = 0; + B2zjg + €4,

where the ¢;s are alternative specific constants introduced to absorb fac-
tors which are specific to each particular choice. In this case all explanatory
variables (observable or non-observable) that only change across choices (i.e.
of type z;) are absorbed by the alternative specific constants. However, in
the presence of a large choice set the implementation of this suggestion is im-
practical because of the large number of parameters to be estimated. On the
other hand, if one applies to this particular problem the modelling approach
suggested in the more general of the two cases indicated above, it becomes
clear that the alternative specific constant is a fixed-effect in a Poisson re-
gression model. Thus, as shown in Hausman, Hall & Griliches (1984), the
[, B] vector can be estimated regardless of the number of §; parameters by
running a Poisson regression with expected value equal to

G
E(?’ng) = )‘jg = exp <Zl Oégdg + ﬂng -+ (5]> .
g:

This, in turn, amounts to estimating a conditional logit model with groups
as the choice set and an alternative specific constant for each choice.’

Tt is also conceivable that unobserved characteristics of the choosers might make some
choices closer substitutes for certain investors.

8For example, groups of states in a state choice set analysis.

9In practice, for identification reasons, one of the constants has to be normalized to
Zero.



3 Conclusion

This paper shows that the coefficients of the conditional logit model can
be equivalently estimated using a Poisson regression. Most recent empirical
studies of industrial location decisions could have benefited if the authors
were aware of this relation. Moreover, this discovery may prove particularly
useful for further research in partial equilibrium location modelling. The in-
creasing availability of detailed micro datasets will probably stimulate studies
using more narrowly defined choice sets, since from a theoretical standpoint
the use of small areas is desirable. In fact, factors usually deemed relevant
for location decisions (such as agglomeration economies, labor market con-
ditions, or the cost of land) apply to a local level and cannot be adequately
accounted for when the specified model only considers large areas in the
spatial choice set. Yet, in the presence of large choice sets, it becomes cum-
bersome to estimate the conditional logit model. In practice estimators based
on existing methods to accommodate large choice sets within the conditional
logit model are not efficient. The Poisson regression offers a tractable alter-
native that will produce exactly the same results as the conditional logit and
easily handles the ”large choice set” problem.

As demonstrated in this paper the use of narrowly defined areas is also
desirable from an econometric point of view because increasing the number of
choices in the conditional logit model is equivalent to increasing the number
of observations in the Poisson regression. Thus, our result also shows that
the statistical evidence supplied by most of the major past studies is limited
since they have modelled location choices among highly aggregated regions.
Consequently, a new generation of studies using the more detailed spatial
dataset currently available is necessary.

An econometric difficulty raised by the use of narrowly defined regions
results from the fact that if the IIA violation occurs it is more likely to be
relevant when dealing with small geographical units. However, in the mod-
elling approach of the more complex and general of the two cases commonly
dealt with in the industrial location literature (Case 2), the fixed effect ver-
sion of the Poisson regression can be used to more effectively control for the
potential ITA violation resulting from unequal substitutability of elemental
spatial choices.

This paper has focused on the firm location decision problem. However,
our results may prove equally useful in applications to other problems when-
ever the logit model is required. At the same time, we indirectly show that
the coefficients of the Poisson model can be given an economic interpretation
compatible with the Random Utility (Profit) Maximization framework.
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